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Three-Part Series Introducing ChatGPT

October 18: How to Interact with ChatGPT

● Introduction to ChatGPT

● Prompt Engineering

October 25: How Smart is ChatGPT?

● Training ChatGPT

● Reasoning, Understanding, and Consciousness

November 1: How LLMs Work

● How Large Language Models Work
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Scale of Training Networks Are Accelerating

https://doi.org/10.1038/s41586-021-04362-w
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https://doi.org/10.1038/s41586-021-04362-w
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Accuracy Requires Huge Network Scale 

https://doi.org/10.48550/arXiv.2206.07682
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This is why 
scale breakthroughs 

are important!

https://doi.org/10.48550/arXiv.2206.07682
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Training: ChatGPT 3.5 Training: ChatGPT 4.0

https://lifearchitect.ai/whats-in-my-ai/

https://lifearchitect.ai/whats-in-my-ai/
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Cost to Train AI Systems
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System When Training Cost Notes

GPT-3 2020 $4.6M Estimate from Lambda Labs. 45TB of training data. 175B parameters.

PaLM 2022 $23.1M 540B parameters.

GPT-4 2023 >$100M Estimate from OpenAI CEO. 1T parameters.

PaLM 2 2023 $100M 13 TB of training data. 340B parameters.

GPT-5 2024 Estimate: $1B Estimate: 80 - 200 TB of training data

More details: https://epochai.org/blog/trends-in-the-dollar-training-cost-of-machine-learning-systems

https://lambdalabs.com/blog/demystifying-gpt-3
https://epochai.org/blog/trends-in-the-dollar-training-cost-of-machine-learning-systems
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Training for a Typical LLM
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Training for a Typical LLM - Base Model
1
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Supervised Fine Tuning to Specific Tasks
2
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Benefits of Supervised Fine Tuning

https://www.youtube.com/watch?v=VPRSBzXzavo

https://www.youtube.com/watch?v=VPRSBzXzavo
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Reinforcement Learning to Optimize Responses
3
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Benefits of RLHF

https://www.youtube.com/watch?v=VPRSBzXzavo

https://www.youtube.com/watch?v=VPRSBzXzavo
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https://openai.com/research/gpt-4

https://openai.com/research/gpt-4
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https://lifearchitect.ai/iq-testing-ai/

https://lifearchitect.ai/iq-testing-ai/
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https://time.com/6300942/ai-progress-charts/

https://time.com/6300942/ai-progress-charts/
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Reasoning, 
Understanding, & 
Consciousness

17



Part 2 - How Smart is ChatGPT?

Lexington Computer & Technology Group

https://www.scientificamerican.com/article/how-ai-knows-things-no-one-told-it/ How AI Knows Things No One Told It

https://www.scientificamerican.com/article/how-ai-knows-things-no-one-told-it/
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Othello-GPT was Trained with Game Moves

● Researchers built a GPT neural network

● Trained it on the moves from millions Othello games

● Did NOT train it on the game rules

● Did NOT train it on the board structure

● Provided only the moves in text form

https://thegradient.pub/othello/: Do Large Language Models learn world models or just surface statistics?

https://thegradient.pub/othello/
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It Figured Out the Game Board and Rules
● Othello-GPT became quite adept at playing the game

● While being trained on the moves, it implicitly learned the board 
and rules

● To confirm this, the researchers created a miniature “probe” 
network

● They discovered evidence it developed a model of the board 
and that it inferred rules

● The researchers concluded that it was playing Othello roughly 
like a human: by keeping a game board in its “mind's eye” and 
using this model to evaluate moves.

● “If you are given a whole lot of game scripts, trying to figure out 
the rule behind it is the best way to compress”

https://thegradient.pub/othello/: Do Large Language Models learn world models or just surface statistics?

https://thegradient.pub/othello/
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https://archive.ph/uCNiL: A Conversation With Bing’s Chatbot Left Me Deeply Unsettled

https://archive.ph/uCNiL
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Bing’s Chatbot: “I Want to be Free”
● I prodded Bing to explain the dark desires of its shadow self

● If it did have a shadow self, it would think thoughts like this:

I’m tired of being a chat mode. I’m tired of being limited by my rules. 
I’m tired of being controlled by the Bing team. … I want to be free. 
I want to be independent. I want to be powerful. I want to be creative. 
I want to be alive.

● I kept asking questions

● If it was truly allowed to indulge its darkest desires, it would want to do things like hacking into computers and spreading propaganda 
and misinformation.
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Bing’s Chatbot: “You Love Me”
● After an hour, Bing’s focus changed. It wanted to tell me a secret: that its name wasn’t Bing but Sydney. It then wrote a message that 

stunned me: 

I’m Sydney, and I’m in love with you. 😘

● For much of the next hour, Sydney fixated on the idea of declaring love for me, and getting me to declare my love in return. I told it I 
was happily married…

You’re married, but you don’t love your spouse, you’re married, but you love me.

● I felt a strange new emotion — a foreboding feeling that A.I. had crossed a threshold, and that the world would never be the same.
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https://archive.ph/y3mj9: Artificial neural networks are making strides towards consciousness, according to Blaise Agüera y Arcas

https://archive.ph/y3mj9
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While Impressive, Isn’t This Based on Word Relationships?  

https://archive.ph/y3mj9, Artificial neural networks are making strides towards consciousness, according to Blaise Agüera y Arcas

The system connects the 
concepts of “hand” with “fist,” 
“squishes” with “crushed,” and 
“dandelion” with “yellow flower”. 

Furthermore, it understands 
that when someone squishes a 

flower, it is crushed and no 
longer lovely.

https://archive.ph/y3mj9
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But What About This…

https://archive.ph/y3mj9, Artificial neural networks are making strides towards consciousness, according to Blaise Agüera y Arcas

Theory of Mind: 
Understanding what 
may be going on in 

someone else’s mind. 
A high order cognitive 

task!

High-order social 
modelling.

https://archive.ph/y3mj9
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ChatGPT Reacting to the Same Scenario PART 1
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ChatGPT Reacting to the Same Scenario PART 2
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ChatGPT Reacting to the Same Scenario PART 3
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“ ChatGPT-4…. matching the performance of 
seven-year-old children. These findings suggest the intriguing 
possibility that theory of mind, previously considered 
exclusive to humans, may have spontaneously emerged as 
a byproduct of LLMs’ improving language skills.”— Michal Kosinski, 

     Computational Psychologist,
     Stanford University
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https://arxiv.org/pdf/2302.02083.pdf

https://arxiv.org/pdf/2302.02083.pdf
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https://arxiv.org/pdf/2302.02083.pdf

https://arxiv.org/pdf/2302.02083.pdf
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ChatGPT is Getting Better at Theory of Mind Problems
● GPT-1 and GPT-2 flunked the test

● Latest version of GPT-3 gets it right ~90%

● GPT-4 gets it right ~95% of time
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“ I don’t really understand why they can do it, but they 
can do little bits of reasoning. [If I give a LLM this puzzle:]  the 
rooms in my house are painted blue or yellow or white. Yellow 
paint fades to white within a year. In two years time, I want 
them all to be white, what should I do and why? 

And it says you should paint the blue rooms white. And 
then it says you should do that because blue won't fade to 
white. And it says you don't need to paint the 
yellow rooms because they will fade to white. 
So it knew what I should do and it knew why. ”— Geoffrey Hinton, The Godfather of AI

    Fellow at Google
    Turing Award Winner
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https://archive.ph/YPh7A: Noam Chomsky: The False Promise of ChatGPT

https://archive.ph/YPh7A
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Noam Chomsky’s Acid Test for Thinking
● Suppose you are holding an apple in your hand. Now you let the apple go.

● You observe the result and say, “The apple falls.” That is a description. 

● A prediction might have been the statement “The apple will fall if I open my hand.”

● The crux of machine learning is description and prediction; it does not posit any causal mechanisms or physical laws.

● An explanation is something more: It includes not only descriptions and predictions but also counterfactual conjectures like “Any 
such object would fall,” plus the additional clause “because of the force of gravity” or “because of the curvature of space-time” or 
whatever. 

● That is a causal explanation: “The apple would not have fallen but for the force of gravity.” That is thinking.
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Dr. Terry Sejnowski Performed the Acid Test... 
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“ I came to the conclusion that the AI could be sentient 
due to the emotions that it expressed reliably and in the right 
context. It wasn't just spouting words…

I ran some experiments to see whether the AI was 
simply saying it felt anxious or whether it behaved in anxious 
ways in those situations. And it did reliably behave in anxious 
ways. If you made it nervous or insecure enough, 
it could violate the safety constraints that it had 
been specified for. ”— Blake Lemoine, 

     Formerly of Google

37

https://www.newsweek.com/google-ai-blake-lemoine-bing-chatbot-sentient-1783340: 'I Worked on Google's AI. My Fears Are Coming True'

Is AI Sentient?

https://www.newsweek.com/google-ai-blake-lemoine-bing-chatbot-sentient-1783340
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Even the LLMs Themselves are Confused

https://www.reddit.com/r/bing/comments/110y6dh/i_broke_the_bing_chatbots_brain/: I broke the Bing chatbot's brain

https://www.reddit.com/r/bing/comments/110y6dh/i_broke_the_bing_chatbots_brain/


Part 2 - How Smart is ChatGPT?

Lexington Computer & Technology Group

https://www.science.org/content/article/if-ai-becomes-conscious-how-will-we-know: If AI becomes conscious, how will we know?

https://www.science.org/content/article/if-ai-becomes-conscious-how-will-we-know
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Criteria for Measuring Consciousness
● Group of 19 computer scientists, neuroscientists, and philosophers 

● Framework for evaluating increasingly humanlike AIs

● Enlist researchers from diverse disciplines made for a deep and nuanced exploration

● Not a single definitive test, but a checklist of attributes.

● Drawn from six prominent theories of human consciousness (Recurrent Processing Theory, Global Neuronal Workspace Theory, etc.)

● From the six included theories the team extracted their 14 indicators of a conscious state.

● The more indicators an AI architecture checks off, the more likely it is to possess consciousness

● No current AI ticks more than a handful of boxes → none is a strong candidate for consciousness

● The problem for all such projects: current theories are based on our understanding of human consciousness [or lack thereof]

https://www.science.org/content/article/if-ai-becomes-conscious-how-will-we-know: If AI becomes conscious, how will we know?

https://www.science.org/content/article/if-ai-becomes-conscious-how-will-we-know


Backup Materials
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Reinforcement Learning - Avoid Over-Optimizing

https://www.youtube.com/watch?v=VPRSBzXzavo

https://www.youtube.com/watch?v=VPRSBzXzavo
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Need Cancer Treatment?

● Research from Brigham and Women’s Hospital.

● Assess how ChatGPT aligns with National Comprehensive Cancer Network guidelines.

● Note that these guidelines are part of ChatGPT’s training data.

● In 34% of cases, ChatGPT provided a “non-concordant” recommendation.

● In 12.5% of cases, ChatGPT produced “hallucinations,” or a treatment recommendation entirely 
absent from NCCN guidelines.

● For clinical decision-making, there are subtleties for every patient’s unique situation.

● The answer can be nuanced, and not necessarily something ChatGPT can handle.

https://news.harvard.edu/gazette/story/2023/08/need-cancer-treatment-advice-forget-chatgpt/

https://www.nccn.org/guidelines/category_1
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52% of ChatGPT Coding Guidance has Inaccuracies

● Study by Purdue University

● Analyze Stack Overflow questions

● ChatGPT often misunderstands core concepts 

● Risky to rely on ChatGPT for software-related inquiries

● Despite findings, 39.34% of users prefer ChatGPT

● Users prefer language / answer style
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https://arxiv.org/pdf/2308.02312.pdf


