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Three-Part Series Introducing ChatGPT

October 18: How to Interact with ChatGPT

● Introduction to ChatGPT

● Prompt Engineering

October 25: How Smart is ChatGPT?

● Training ChatGPT

● Reasoning, Understanding, and Consciousness

November 1: How LLMs Work

● How Large Language Models Work

2

← Not Technical

← Not Technical

← Technical



Part 3 - How LLMs Work

Lexington Computer & Technology Group

● It builds a response to your prompt word-by-word.

● First, it generates the first word of the response, then 
the second word, and so on.

● Each time it generates a word, it considers the 
prompt you issued, the response so far, and all of the 
content it was trained on.

● Remember it has been trained on massive amounts 
of content.

● During training, there is a strong likelihood it 
encountered quite a bit of content pertaining to what 
you ask.

What Does ChatGPT Do?
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Keeping Things Interesting…
● In essence, it determines the word that is most likely to come next [given 

your prompt, the response so far, and the content it has been trained on]. 
Well, kind of… it sometimes chooses one of the lower ranked words.

● All of this is performed by a Large Language Model (LLM).

https://perplexity.vercel.app/



Part 3 - How LLMs Work

Lexington Computer & Technology Group

What is a Large Language Model?
● There are several LLMs, including GPT-4 from OpenAI, LLaMA from Meta, and PaLM2 from Google.

● Large Language Models (LLMs) are not conventional software with explicit, step-by-step instructions.

● They are neural networks that are trained using billions of words of ordinary language.

● During training, the model learns the statistical relationships between words.

● It doesn’t explicitly store grammar rules. Instead it acquires them implicitly during “training.”

● It’s not programmed to write stories or poems; it learns to do so during “training.”
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“ Neural language models aren’t long programs; you 
could scroll through the code in a few seconds. They 
consist mainly of instructions to add and multiply 
enormous tables of numbers together. These numbers in 
turn consist of painstakingly learned parameters or 
“weights”, roughly analogous to the strengths of synapses 
between neurons in the brain, and “activations”, roughly 
analogous to the dynamic activity levels of those neurons. 
Real brains are vastly more complex than these highly 
simplified model neurons, but perhaps in the same way a 
bird’s wing is vastly more complex than the wing 
of the Wright brothers’ first plane. ”— Blaise Agüera y Arcas

     Google Research
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See for yourself: https://github.com/jadore801120/attention-is-all-you-need-pytorch
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2017 Paper Unlocked “Accuracy” of Systems

https://doi.org/10.48550/arXiv.1706.03762
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● "Attention Is All You Need" by Vaswani et al. (2017)

● Transformer architecture

● Takes advantage of parallel execution

● Takes more “words” into context

● Recognizes that the relationship between words is important

● And paying “attention” to important “words” is key

● Has been cited 80,000+ times by other researchers
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Transformer Architecture

https://doi.org/10.48550/arXiv.1706.03762
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Transformer - Input Embedding
● Transformers are the foundation for these new state-of-the-art NLP models

● Let’s first focus on “Input Embedding”

● Where we convert words into something that’s easier to work with (i.e. numbers)
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LLMs Break Content into Tokens
● Breaks words into tokens

● A token can be a character, a symbol, a word, or a part of a word

● Rule of thumb: 75 words → 100 tokens

https://platform.openai.com/tokenizer
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Those Tokens are Handled as Numbers
● Internally, system works with token IDs (numerical representation)

● Token IDs in turn refer to an embedding (a vector representation of the token)

● Vectors are used because we can put them into neural networks, do “math” on them, and so on

● It so happens that certain types of “math” work particularly well for representing relationships between these tokens

https://platform.openai.com/tokenizer
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EmbeddingToken ID

How Words are “Handled”

Word

Many 7085 0.174927494729507302929345
0.678274274950347293820298
0.002736164931664842717869
-0.195732628191718989847224

.

.

.
0.496756289292748575658697

( )
Assuming the word is represented by a single token!
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A Sample of Values from one such Embedding  

This is for a 300-dimensional vector 
(not a 12,288-dimensional vector).

These numbers capture the ‘meaning” 
of the word.

More about the actual numbers in 
the vector a little later.

http://vectors.nlpl.eu/explore/embeddings/en/MOD_enwiki_upos_skipgram_300_2_2021/microcomputer_NOUN/
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● We can “reason” about words using vector arithmetic. 

○ Take the vector for "big" and subtract "biggest"

○ Subtract the result from "small" 

○ The word closest to the resulting vector is "smallest"

● We can use vector arithmetic to draw analogies.

○ “Swiss” is to “Switzerland” as “Cambodian” is to “Cambodia”

● Note: because vectors come from human language, they reflect certain biases.

○ “Doctor” minus “man” plus “woman" yields "nurse"

https://arstechnica.com/science/2023/07/a-jargon-free-explanation-of-how-ai-large-language-models-work/?utm_source=substack&utm_medium=email

Use Math to Identify Relationships Between Words

We’re actually dealing with a 12,288-dimensional space. 
This simple 2-dimensional representation is just to make the concept easier to grasp.
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To See for Yourself…

Again, this tool is for a 300-dimensional vector 
(not a 12,288-dimensional vector).

http://vectors.nlpl.eu/explore/embeddings/en/calculator/#
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Transformer - Positional Encoding
● The Transformer architecture operates on words in parallel

● We need a way to capture word position

● A way that is incorporated into the vector embedding

● Both absolute position and relative position

● Use a periodically varying function

● Use a function that doesn’t make a huge change meaning to the value of the word
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Positional Encodings

https://towardsdatascience.com/understanding-positional-encoding-in-transformers-dc6bafc021ab



Part 3 - How LLMs Work

Lexington Computer & Technology Group

Transformer - Output
● The transformer outputs a vector

● The Linear layer projects the output into a much larger vector

● For ChatGPT, this vector has ~50,000 scores, one for each word in its vocabulary

● Softmax then turns those scores into probabilities (all positive, all add up to 1.0)

● In other words, the output is a vector indicating a probability score of each possible 
next word 

● One of the higher probability words is chosen

● (I’m over simplifying here)
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Summary Thus Far…
● We supply an input sequence:

The sky is

● This input sequence is:

○ Translated into tokens

○ And then token IDs

○ And finally embedding vectors

● For every word, the transformer outputs a vector indicating the probability that a particular word should appear next

● The system chooses one of the higher probability words:

The sky is blue
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Transformer - Attention
● We have the “words” represented as embedding vectors

● Now we learn more about the words and how they relate to one another

● There are 96 “attention heads” in each layer 

● The attention heads operate in parallel

● Each “attention head” focuses on different syntactic and semantic aspects 
of the content
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Attention Step 1: Calculate Query, Key, and Value Vectors

For each word, create:
● Query Vector (understand input)

● Key Vector (“attending” words)

● Value Vector (relevance to prediction)

There’s one set of Q, K, and V vectors 
for each attention head.

These vectors are created by 
multiplying the embedding by three 
matrices that we trained during the 
training process.

https://jalammar.github.io/illustrated-transformer/
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Attention Step 2: Calculate the Score 

For each word, calculate calculate the 
Score for the other words in the input 
sequence.

The Score is the dot product of the 
Query Vector for the current word and 
the Key Vector for the other word.

https://jalammar.github.io/illustrated-transformer/
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Attention Steps 3 & 4: Normalize the Scores 

Divide Scores by the square root of the 
dimension of the Key Vectors. This leads to 
having more stable gradients. 

Pass the result through a Softmax operation, 
which normalizes the scores so they’re 
positive and add up to 1.

https://jalammar.github.io/illustrated-transformer/
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Attention Steps 5 & 6: Weight and Sum the Value Vectors

To weight the Value Vectors multiply them by the Softmax 
score. This drowns-out irrelevant words (i.e. multiply them by 
numbers like 0.001).

Sum the weighted Value Vectors to produce the output of the 
self-attention layer at this position (for the first word).

https://jalammar.github.io/illustrated-transformer/
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Attention Step 7: Concatenate and Weight Head Outputs 

Feed-forward expects a 
single matrix (a vector for 
each word). Not a matrix for 
each attention head. So we 
condense them into a single 
matrix.
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Example: Attention with 12 Heads and 12 Layers

https://arxiv.org/abs/1906.04341 What Does BERT Look At? An Analysis of BERT’s Attention
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Transformer - Feed Forward
● Feed Forward is a neural network

● During training, Feed Forward “stores” the knowledge learnt 

● During inference, Feed Forward helps predict the next word
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Feed Forward Neural Network 
● We understand what neural networks do.

● But we don’t fully understand how they work.

● We’ve empirically found they do well with 
certain types of challenges.

● They are good at generalizing learnings from 
training sets.

● Given their vast size, explicitly tracing each 
step is impossible.

● We haven’t figured out the “laws” to allow us 
to fully understand their operation.
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Neural Networks 101

● Assume a neuron has inputs x = {x1, x2 …}

● Each connection between neurons has a weight (w1, w2, …)

● The weights are the “output” from training the large language model

● ChatGPT 3.5 has ~105 billion Feed Forward weights

● There is a formula to calculate the value of a neuron:

f[w . x + b]

● This processes is repeated through several layers until we 
get to the output.

https://www.lesswrong.com/posts/3duR8CrvcHywrnhLo/how-does-gpt-3-spend-its-175b-parameters
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Key Vectors are “Pattern Detectors”

https://arxiv.org/pdf/2012.14913.pdf Transformer Feed-Forward Layers Are Key-Value Memories
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Value Vectors Help Predict the Next Word  

https://arxiv.org/pdf/2012.14913.pdf Transformer Feed-Forward Layers Are Key-Value Memories
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Each Layer Adds “Understanding”

Encoder

Encoder
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Generating Each Word is Quite Involved…
● Each word vector has ~12,000 values

● There’s a hidden layer of ~50,000 neurons

● This means there are 1.2 billion weight parameters

● To understand context, it goes through this process 96 times

● Early “layers” tend to work with individual words

● Later “layers” tend to work with broader semantic phrases

● It does this every time through Feed Forward!
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Transformer Architecture



Backup Materials
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Key Milestones

When Milestone

Jun-2017 Academic paper introducing the Transformer architecture

Jun-2018 GPT-1 is announced on OpenAI blog

Feb-2019 GPT-1 is announced on OpenAI blog

Nov-2021 GPT-3 API opened to public

Jan-2022 GPT-3.5 released to public

Nov-2022 ChatGPT announced on OpenAI blog

Mar-2023 GPT-4 announced on OpenAI blog
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Semantic Clustering & Vector Relationships

https://doi.org/10.48550/arXiv.1310.4546
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Interacting with the System
● When generating a response, ChatGPT considers:

○ The prompt

○ An internal representation of the conversation history

○ Primary prompt engineering (e.g. “tone” is soft, “language” is English, “mode” is happy, rhyme, etc.)

○ Moderation (to ensure safe content)
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Encoder - Decoder Architecture

https://jalammar.github.io/illustrated-transformer/
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Words go into Attention; then Feed-Forward Networks

https://jalammar.github.io/illustrated-transformer/
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Transformer - Encoder
● “N” layers, where a layer includes Multi-Head Attention + Feed Forward

● For ChatGPT 3.5, there are 96 layers

● The output of one layer is the input of the next layer

● You could think of this part of the architecture as a “stack” of 96 encoders

● Each layer processes the input to add “understanding”
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Transformer - Decoder
● Again, we have “N” layers (where N = 96 of ChatGPT)

● The output of one layer is the input of the next layer

● You could think of this part of the architecture as a “stack” of 96 decoders

● The output of the top encoder is transformed into Attention Vectors K and V.

● These are used by each decoder in its “encoder-decoder attention” layer.

● This layer helps the decoder focus on appropriate places in the input sequence.

● It’s Queries matrix comes from the layer below it.

● The decoder repeatedly outputs the next word
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Self-Attention at a High Level

● What does “it” in this sentence refer to?

● Is it referring to the street or to the animal? 

● It’s simple for a human, but not for an algorithm.

● When the model is processing the word “it”, 
self-attention associates “it” with “animal”.

https://jalammar.github.io/illustrated-transformer/
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Attention Generates Weighted Averages

To fully comprehend language, it is not sufficient to understand individual words; 
the model must understand how the words relate to each other in the context of the sentence.

https://towardsdatascience.com/deconstructing-bert-part-2-visualizing-the-inner-workings-of-attention-60a16d86b5c1
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ChatGPT Behavior is Changing over Time

https://arxiv.org/abs/2307.09009


